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Abstract— Data mining is widely employed in business management and engineering. The major objective of data mining is to discover helpful and 
accurate information among a vast quantity of data, providing a orientation basis for decision makers. Data clustering is currently a very popular and 
frequently applied analytical method in data mining. DBSCAN is a traditional and widely-accepted density-based clustering method. It is used to find 
clusters of arbitrary shapes and sizes yet may have trouble with clusters of varying density. In this paper an efficient DBSCAN clustering using genetic 
algorithm is proposed. DBSCAN clustering provides some problem such as the algorithm is not efficient for noisy clusters; hence it is enhanced using 
genetic algorithm. The proposed technique is efficient in terms of accuracy and execution time. 

.   

——————————      —————————— 

1 INTRODUCTION                                                                     

Due to this the large amount of text are usually uploaded 
into many sites and thus it need to be classified. Data min-

ing is the process of extracting useful information from data-
bases. Many approaches to temporal data mining have been 
proposed to extract useful information, such as time series 
analysis, temporal association rules mining, and sequential 
pattern discovery. Several core techniques that are used in 
data mining describe the type of mining and data recovery 
operation. 

Clustering is still an important research issue in the data min-
ing, because there is a continuous research in data mining for 
optimum clusters on spatial data. There are various types of 
partition based and hierarchal algorithms implemented for 
clustering and the clusters which are formed based on the 
density are easy to understand and it does not limit itself to 
certain shapes of the clusters. Density-based clustering meth-
ods try to find clusters based on the density of points in re-
gions. Intense or dense regions that are accessible from each 
other are merged to produce clusters. Density-based clustering 
methods surpass at finding clusters of arbitrary shapes [1]. 

  A spatial database system is a database system for the 
management of spatial data. Speedy growth is happening in 
the number and the size of spatial databases for applications 
such as traffic control, geo-marketing, and environmental re-
views. Spatial data mining or knowledge discovery in spatial 
databases links to the mining from spatial databases of con-
tained knowledge, spatial relations, or extra patterns that are 
not unambiguously stored [1]. 

  Clustering schemes are classified as hierarchical parti-
tioning, density-based, grid-based and mixed methods. Parti-
tioning methods are the most popular clustering algorithms. 
The advantage of partitioning approaches is fast clustering, 
while the disadvantages are the instability of the clustering 
result, and inability to filter noise data. Hierarchical methods 
involve constructing a hierarchical tree structure, and adopt-
ing it to perform clustering. These methods have high cluster-

ing accuracy, but suffer from continuously repetitive merging 
and partitioning: each instance must compare the attribute of 
all objects, leading to a high calculation complexity. Density-
based methods perform clustering based on density. These 
approaches can filter noise, and perform clustering in tangled 
patterns, but take a long time to execute clustering. Grid-based 
clustering algorithms segment data space into various grids, 
where each data point falls into a grid, and perform clustering 
with the data points inside the grids, thus significantly reduc-
ing the clustering time [2].  

  Spatial clustering goals to group alike objects into the 
same group based on considering both spatial and non-spatial 
attributes of the object and a regular clustering algorithm can 
be modified to account for the special nature of spatial data to 
give a spatial clustering algorithm [3]. 
 
a. DBSCAN 

  Density-based approaches apply a local cluster crite-
rion and are very popular for the purpose of database mining. 
Clusters are regarded as regions in the data space in which the 
objects are impenetrable that are separated by regions of low 
object density (noise). A common way to find regions of high 
density in the data space is based on grid cell densities [4]. The 
basic idea for the algorithm is that the data space is partitioned 
into a number of non overlapping regions or cells, and cells 
containing a relatively large number of objects are potential 
cluster centers. However, the success of the method depends 
on the size of the cells which must be specified by the user. 
DBSCAN algorithm is based on center-based approach, one of 
definitions of density [5]. In the center-based approach, densi-
ty is estimated for a particular point in the dataset by counting 
the number of points within a particular radius, Eps, of that 
point. This comprises the point itself. The center-based ap-
proach to density permits to categorize a point as a core or 
main point, a border point, a noise or background point. A 
point called core point if the number of points inside Eps, a 
user-specified parameter goes beyond a certain threshold; 
MinPts is also a user-specified parameter [6]. 
 
 

T 
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a. Spatial Data Mining 

  Clustering is still an important research issue in the 
data mining, because there is a continuous research in data 
mining for optimum clusters on spatial data. There are nu-
merous types of partition based and hierarchal algorithms 
implemented for clustering and the clusters which are formed 
based on the density are easy to understand and it does not 
limit itself to certain shapes of the clusters. 

  Spatial data mining is the branch of data mining that 
deals with spatial (location, or geo-referenced) data. The 
knowledge tasks involving spatial data include finding char-
acteristic rules, discriminate rules, association rules; etc. A 
spatial characteristic rule is a general description of spatial 
data. A spatial discriminate rule is a common explanation of 
the features discriminating or contrasting a class of spatial 
data from other class. Spatial association rules describe the 
association among objects, derived from spatial neighborhood 
relations. It can associate spatial attributes with spatial attrib-
utes, or spatial attributes with non-spatial attributes [7]. 
  
b. Various Clustering Techniques 

K-MEANS CLUSTERING is a method of cluster analysis 
which aims to partition n observations into k clusters in which 
each observation belongs to the cluster with the nearest mean. 
The algorithm is called k-means, where k represents the num-
ber of clusters required, since a case is allocated to the cluster 
for which its distance to the cluster mean is the negligible. The 
achievement in the algorithm centres on finding the k-means 
[8]. 

HIERARCHICAL CLUSTERING builds a cluster hierarchy or 
a tree of clusters, it is also known as a ‘dendrogram’. All clus-
ter nodes contains child clusters; sibling clusters partition the 
points covered by their common parent [8]. 

DBSCAN finds all clusters properly, independent of the 
shape, size, and location of clusters to everyone, and is greater 
to a widely used Clarans method. DBscan is based on two 
main concepts: density reach ability and density connect abil-
ity. These both concepts depend on two input parameters of 
the DBSCAN clustering: the size of epsilon neighbourhood e 
and the minimum points in a cluster m. The number of point’s 
parameter impacts detection of outliers. Points are declared to 
be outliers if there are few other points in the e-Euclidean 
neighbourhood. e parameter controls the size of the neigh-
bourhood, as well as the size of the clusters. The Euclidean 
space has an open set that can be divided into a set of its con-
nected components. The execution of this idea for partitioning 
of a finite set of points requires concepts of density, connectiv-
ity and boundary [8]. 

OPTICS ("Ordering Points to Identify the Clustering Struc-
ture") is an algorithm for finding density-based clusters in spa-
tial data. Its fundamental idea is comparable to DBSCAN, but 
it addresses one of DBSCAN's main weaknesses: the problem 
of detecting significant clusters in data of changeable density. 
Consecutively the points of the database are linearly ordered 
such that points that are spatially closest become neighbours 

in the ordering. Furthermore, a special distance is stored for 
each point that corresponds to the density that needs to be 
accepted for a cluster in order to have both points belong to 
the same cluster [8]. 
 
a. SOFT DBSCAN 

   Soft DBSCAN is a very much recent clustering tech-
niques. This technique combines DBSCAN and fuzzy set theo-
ry [9]. The idea is to improve the clusters generated by 
DBSCAN by fuzzy set theory which is based on an objective 
function, in order to produce optimal fuzzy partitions. This 
new method could provide a similar result as Fuzzy C Means, 
but it is simple and superior in handling outlier points. Thus-
ly, the Soft DBSCAN’s first stage runs DBSCAN which creates, 
many seed clusters, with a bunch of noisy points. Each noisy is 
consider as one cluster. These determined groups, in addition 
of noisy clusters, with their centers, offer a good estimate for 
initial degrees of membership which express proximities of 
data entities to the cluster centers. This update the member-
ship values in every iteration since these last ones depend on 
the new cluster centers. When the cluster center stabilizes “soft 
DBSCAN” algorithm stops. 
 
b. Fuzzy Set Theory 

  The notion of a fuzzy set provides a convenient point 
of departure for the construction of a conceptual framework 
which parallels in many respects the framework used in the 
case of ordinary sets, but is more general than the latter and, 
potentially, may prove to have a much wider scope of ap-
plicability, particularly in the fields of pattern classification 
and information processing. Fuzzy set theory provides a strict 
mathematical framework (there is nothing fuzzy about fuzzy 
set theory!) in which vague conceptual phenomena can be 
precisely and rigorously studied. It can also be considered as a 
modeling language, well suited for situations in which fuzzy 
relations, criteria, and phenomena exist. Fuzzy Logic can be 
applied to a Decision Tree to generate a Fuzzy Rule-Based 
System. This is particularly useful when at least some of the 
attributes that are tested in the decision nodes are numerical. 
In this case, the tests can be formulated using labels (e.g., “if 
Temperature is low”) and the children nodes will be partially 
activated. As a consequence, two or more (possibly conflict-
ing) terminal nodes will be partially activated and an aggrega-
tion method should be used to generate the final out-
put/conclusion of the FRBS [10]. 
 

2. BACKGROUND 

Data mining is used everywhere and large amounts of infor-
mation are gathered: in business, to analyze client behavior or 
optimize production and sales. This encompasses a number of 
technical approaches like data summarization, clustering, ana-
lyzing changes, data classification, finding dependency net-
works, and detecting anomalies. Data mining is the search for 
the relationship and global patterns that exist in large database 
but are hidden among vast amount of data, such as the rela-
tionship between patient data and medical diagnosis. This 
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relationship represents valuable knowledge about the data-
base, if the database is a realistic epitomize of the real world 
registered by the database.  
 

3. RELATED WORK 

Xin Wang and Howard J. Hamilton presented A Comparative 
Study of Two Density-Based Spatial Clustering Algorithms for 
Very Large Datasets [1]. They compare two spatial clustering 
methods. DBSCAN gives extremely good results and is effi-
cient in many datasets. However, if a dataset has clusters of 
widely changeable densities, DBSCAN is unable to handle it 
proficiently. If non-spatial attributes play a role in determining 
the desired clustering result, DBSCAN is not appropriate, be-
cause it does not consider non-spatial attributes in the dataset. 
DBRS aims to reduce the running time for datasets with vary-
ing densities. It scales well on high-density clusters. DBRS can 
be deal with a property associated to non-spatial attribute(s) 
through a purity threshold, when finding the matching neigh-
bourhood. One limitation of the algorithm is that it sometimes 
may fail to combine some small clusters [1]. 

  Cheng-Fa Tsai and Chun-Yi Sung proposed 
DBSCALE: An Efficient Density-Based Clustering Algorithm 
for Data Mining in Large Databases [2]. They present a novel 
clustering algorithm that incorporates neighbour searching 
and expansion seed selection into a density-based clustering 
algorithm. Data Points have been clustered require not be in-
put again when searching for neighbourhood data points and 
the algorithm redefines eight Marked Boundary Objects to 
add expansion seeds according to far centrifugal force that 
increases coverage. Investigational results point out that the 
proposed 
 
DBSCALE has a lower execution time cost than KIDBSCAN, 
MBSCAN and DBSCAN clustering algorithms. DBSCALE has 
a highest divergence in clustering accuracy rate of 0.29'Yo, and 
a maximum deviation in noise data clustering rate of 0.14% 
[2]. 

  DBSCAN Algorithm proposed by Ester et al. in 1996 
[4], was the first clustering algorithm to employ density as a 
condition. It utilizes density clustering to place data points 
into the same cluster when their density within their data 
points is higher than a set threshold value, and sets this cluster 
as the seed for outward expansion. This algorithm must set 
two parameters, the radius (e) and the minimum number of 
included points (MinPts). DBSCAN can conduct clustering on 
disordered patterns, and has noise filtering capacity, as well as 
clusters that can be stabilized [4]. 

  K. Ganga Swathi and KNVSSK Rajesh proposed 
Comparative analysis of clustering of spatial databases with 
various DBSCAN Algorithms [6]. They present the compara-
tive analysis of the various density based clustering mecha-
nisms. There is certain problem on existing density based al-
gorithms because they are not capable of finding the meaning-
ful clusters whenever the density is so much different. VDB-

SCAN is commenced to compensate this problem. It is same as 
DBSCAN (Density Based Spatial Clustering of Applications 
with Noise) but only the difference is VDBSCAN selects sev-
eral values of parameter Eps for different densities according 
to k-dist plot. The difficulty is the significance of parameter k 
in k-dist plot is user defined. This introduces a new technique 
to find out the value of parameter k automatically based on 
the characteristics of the datasets. In this method they consider 
spatial distance from a point to all others points in the datasets 
[6]. 

  The clustering algorithm is based on density ap-
proach and can detect global as well as embedded clusters. 
Investigational outputs are reported to establish the superiori-
ty of the algorithm in light of several synthetic data sets. In 
this they [6] considered two-dimensional objects. But, spatial 
databases also contain extended objects such as polygons. Due 
to that, there is possibility for scaling the proposed algorithm 
to detect clusters in such datasets with minor alterations, re-
search is in progress. From a proper analysis of the intended 
technique, it can be securely concluded that the algorithm im-
plemented is working appropriately to a great extent [6]. 

  DBSCAN algorithm is based on center-based ap-
proach, one of definitions of density. In the center-based ap-
proach, density is estimated for a particular point in the da-
taset by counting the number of points within a particular ra-
dius, Eps, of that point. This contains the point itself. The cen-
ter-based approach to density tolerates to classify a point as a 
core point, a noise, a border point and background point. A 
point called core point if the numerous points inside Eps, a 
user-specified parameter, surpass a certain threshold, 
MinPts, which is a user-specified parameter [6]. 

  Pragati Shrivastava and Hitesh Gupta present a re-
view of Density-Based clustering in Spatial Data [7]. Spatial 
data mining is the branch of data mining that deals with spa-
tial (location, or geo-referenced) data. The knowledge tasks 
involving spatial data include finding characteristic rules, dis-
criminate rules, association rules; etc. A spatial characteristic 
rule is a general description of spatial data. A spatial distin-
guish rule is a universal description of the features discrimi-
nating or contrasting a class of spatial data from other class. 
Spatial association rules describe the association between ob-
jects, based on spatial neighbourhood relations. They can as-
sociate spatial attributes with spatial attributes, or spatial at-
tributes with non-spatial attributes. They represent the density 
based clustering. That is uses to reduced core points, outliers 
and noise. When reduces this points than increase the efficien-
cy of clustering. Core points are basically related to the centres 
at any single tone problem and noise is the combination of 
outlier and core point [7]. 

  Manish Verma et al [8] proposed A Comparative 
Study of Various Clustering Algorithms in Data Mining. They 
provide a comparative study among various clustering. They 
compared six types of clustering techniques- k-Means Cluster-
ing, Optics, DBScan clustering, Hierarchical Clustering, Densi-
ty Based Clustering and EM Algorithm. These clustering tech-
niques are implemented and analyzed using a clustering tool 
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WEKA. Performances of the 6 techniques are presented and 
compared. Running the clustering algorithm using any soft-
ware produces almost the same result even when changing 
any of the factors because most of the clustering software uses 
the same procedure in implementing any algorithm [8].  

   Abir and Eloudi presented Soft DBSCAN: Improving 
DBSCAN Clustering method using fuzzy set theory [9]. They 
propose a novel clustering algorithm called “Soft DBSCAN” 
which is inspired by FCM algorithm. Much of the strength of 
this approach comes from FCM’s ideas. The plan of “soft 
DBSCAN” is to make the DBSCAN’s clusters robust, extend-
ing them with the fuzzy set theory. DBSCAN is run in the first 
phase to produce a set of clusters with diverse shapes and siz-
es, in the company of noisy data discrimination. In the second 
phase, it computes the degrees of fuzzy membership which 
express proximities of data entities to the cluster centers. They 
suggested method does not only outperform FCM clustering 
by detecting points expected to be noises and handling the 
arbitrary shape, but also by generating more dense clusters. 
Evaluations demonstrate that our solution generates more 
accurate groups for input dataset and objective function is 
improved better than FCM [9]. 

  In year 2012, Xiaojun LOU, Junying LI, and Haitao 
LIU proposed a technique to Improved Fuzzy C-means Clus-
tering Algorithm Based on Cluster Density. They study on the 
distribution of the data set, and introduce a definition of clus-
ter density as the representation of the inherent character of 
the data set. A regulatory factor based on cluster density is 
proposed to correct the distance measure in the conventional 
FCM. It differs from other approaches in that the regulator 
uses both the shape of the data set and the middle result of 
iteration operation. And the distance measure function is dy-
namically corrected by the regulatory factor until the objective 
criterion is achieved. Two sets of experiments using artificial 
data and UCI data are operated. Comparing with some exist-
ing methods, the proposed algorithm shows the better per-
formance. The experiment results reveal that FCM-CD has a 
good tolerance to different densities and various cluster 
shapes. And FCM-CD shows a higher performance in cluster-
ing accuracy [11]. 

   Andrew McCallum et al [12] offered Efficient Cluster-
ing of High Dimensional Data Sets with Application to Refer-
ence Matching. have focused on reference matching, a particular 
class of problems that arise when one has many different de-
scriptions for each of many di_erent objects, and wishes to 
know (1) which descriptions refer to the same object, and (2) 
what the best description of that object is. They present exper-
imental results for the domain of bibliographic reference 
matching. Another significant illustration of this class is the 
merge-purge problem. Companies often purchase and merge 
multiple mailing lists. The resulting list then has multiple en-
tries for each household. Even for a single person, the name 
and address in each version on the list may diverge slightly, 
with middle initials absent or present, words shortened or 
expanded, zip codes present or absent. This problem of merg-

ing large mailing lists and eliminating duplicates becomes 
even more complex for householding, where one wishes to col-
lapse the records of multiple people who live in the same 
household. 

  Hrishav Bakul Barua et al [13] offered A Density 
Based Clustering Technique for Large Spatial Data Using Pol-
ygon Approach. The technique of data clustering has been 
inspected, which is a particular type of data mining problem. 
The procedure of grouping a set of physical or abstract objects 
into classes of similar objects is called clustering. The objective 
of this paper is to present a Triangle-density based clustering 
technique, which named as TDCT, for efficient clustering of 
spatial data. This algorithm is accomplished of recognizing 
embedded clusters of arbitrary shapes as well as multi-density 
clusters over large spatial datasets. The Polygon approach is 
being accessed to execute the clustering where the number of 
points inside a triangle (triangle density) of a polygon is calcu-
lated using barycentre formula. This is because of the infor-
mation that partitioning of the data set can be performed more 
efficiently in triangular shape than in any other polygonal 
shape due to its smaller space dimension. The ratio of numer-
ous points among two triangles can be found out which forms 
the basis of nested clustering [13]. 

Chaudhari Chaitali G. “Optimizing Clustering Technique 
based on Partitioning DBSCAN and Ant Clustering Algorithm 
[14].  Clustering is the process of organizing similar objects 
into the same clusters and dissimilar objects in to dissimilar 
cluster. Correspondences between objects are estimated by 
using the attribute value of object; a distance metric is used for 
evaluating difference. DBSCAN algorithm is striking because 
it can find arbitrary shaped clusters with noisy outlier and 
require only two input parameters. DBSCAN algorithm is 
very successful for analyzing huge and complex spatial data-
bases. DBSCAN necessitate bulky volume of memory support 
and has complexity with high dimensional data. Partitioning-
based DBSCAN was suggesting overcoming these problems. 
But DBSCAN and PDBSCAN algorithms are responsive to the 
initial parameters [14]. 

  They [14] present a new algorithm based on partition-
ing-based DBSCAN and Ant-clustering. This algorithm can 
partition database in to N partitions according to the density 
of data. New PACA-DBSCAN algorithm reduces the sensitivi-
ty to the initial parameters and also can deal with data of une-
ven density. This algorithm does not need to discuss the dis-
tribution of data on each dimension for multidimensional da-
ta. PACA-DBSCAN algorithm can cluster data of very special 
shape. To evaluate the performance of proposed algorithm 
they use three dataset to compare with other algorithms [14]. 

  Glory H. Shah et al [15] proposed An Empirical Eval-
uation of Density-Based Clustering Techniques. Conventional 
database querying methods are inadequate to extract useful 
information from massive data banks. Cluster investigation is 
one of the most important data analysis methods.   It is the 
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ability of detecting groups of comparable objects in bulky data 
sets without having specified groups by means of unambigu-
ous features. The difficulty of detecting clusters of points is 
challenging when the clusters are of unusual size, density and 
shape. The expansion of clustering algorithms has received a 
lot of attention in the last few years and many new clustering 
algorithms have been proposed [15].  

  Santosh Kumar Rai and Nishchol Mishra “DBCSVM: 
Density Based Clustering Using Support Vector Machines [16]. 
They present an improved DBSCAN clustering algorithm 
named DBCSVM: Density Based Clustering Using Support 
Vector Machines. In the process of feature extraction genera-
tor, huge amount of matrix for the calculation of description of 
feature for the purpose of clustering, for this purpose previous 
density based clustering take more time and does not give 
better result. From this method the separation of farer and 
nearer points are very efficient. The farer points jumps into the 
next step of clustering. This method gives better result and 
takes less time comparison to previous DBSCAN clustering 
methods [16]. 
 

4. RELATED WORK 

The proposed methodology is a combinatorial method of 
DBSCAN clustering and genetic algorithm. First of all 
DBSCAN clustering is applied on the noisy dataset and then 
gentic algorithm is applied on these noisy clustered data so 
that the clustering gets efficient. 
 
DBSCAN Clustering Algorithm 
 

1. Arbitrary select a point p  
2. Retrieve all points density-reachable from p wrt Eps 

and MinPts. 
3. If p is a core point, a cluster is formed. 
4. If p is a border point, no points are density-reachable 

from p and DBSCAN visits the next point of the data-
base. 

5. Continue the process until all of the points have been 
processed. 
 

Genetic Algorithm 
 
(1) Initialization: The first process decides initial genotype, 
namely value and genetic length. Fig.1. shows the basic steps 
taken by the genetic algorithm. 
(2) Evaluation: The second process calculates the fitness for 
each individual with the target function. The evaluation de-
pends on each problem. 
(3) Termination Judgment: If the process satisfies the termina-
tion condition, the operation finishes and output the individu-
al with the best fitness as the optimized solution. 
(4) Selection: To generate the children, this process chooses 
parents from individuals. For example, if we assume parents 
the first generation, children become the second generation. 
The children generate the next children again. The children 

inherited the characteristic of the parents are generated in this 
way. 
(5) Crossover: This process crosses individuals chosen by se-
lection operation and generates the individuals of the next 
generation.  
(6) Mutation: This process mutates the chromosome of new 
generation. The mutation is effective to escape from a local 
optimum solution. 
 

 
Figure 1.Flow Diagram of GA 

Genetic Algorithm() 
{ 
Initialize population; 
Evaluate the initial population; 
For all population 
{ 
If( Test Condition=True) 
{ 
Search Element Found 
} 
Else 
{ 
Apply CrossOver(); 
And Mutation(); 
} 
} 
 

 

 

 

 

 

 

 

5. RESULT ANALYSIS 

The experimental results will be analysed on the basis of 
following dataset. 
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Dataset Instances attributes 

Iris 150 4 

Ecoli 336 8 

Ionosphere 351 34 

Breast-W 698 9 

Breast-T 748 5 

Indian 768 9 

Figure 2. Dataset used 
 

The figure shown below is the result analysis of our proposed 
work on different dataset. The experimental shows the per-
formance of the proposed work. Here in the result analysis 
PCC (classification accuracy), OBJ (Objective function) , FCM 

(Fuzzy Performance Index), PC (Partition Coefficient) will be 
shown. 
 
 
 
 
 
 
 
 

 

 

 

 

 

Dataset PCC 

FCM Our 
work 

 

OBJ 

FCM Our 
work 

 

FPI 

FCM Our 
work 

 

PC 

FCM Our 
work 

 

PE 

FCM Our 
work 

 

Iris 0.66 0.57 
 

18.12 20.23 
 

0.93 0.95 
 

0.34 0.32 
 

0.55 0.57 
 

Ecoli 0.86 0.69 
 

29.32 32.13 
 

0.43 0.47 
 

0.28 0.25 
 

0.63 0.65 
 

Ionosphere 0.88 0.67 
 

133.97 135.65 
 

0.72 0.74 
 

0.65 0.63 
 

0.52 0.57 
 

Breast-W 0.90 0.78 
 

29.43 31.65 
 

0.92 0.95 
 

0.37 0.35 
 

0.50 0.53 
 

Breast-T 0.85 0.68 
 

70.58 74.52 
 

0.91 0.93 
 

0.41 0.38 
 

0.46 0.49 
 

Indian 0.82 0.72 
 

46.25 51.75 
 

0.48 0.51 
 

0.25 0.23 
 

0.67 0.69 
 

 
Figure 3. Result Analysis 
 

6. CONCLUSION 

Clustering is a technique of grouping the similar objects and 
dissimilar objects. Clustering is a technique that can be ap-
plied for a variety of application. Although there are various 
clustering techniques implemented for various applications 
but some of the clustering techniques have various advantages 
and limitations. The clustering using combinatorial method o 
DBSCAN and genetic algorithm performs better as compared 
to other techniuqes used for clustering. 
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